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Digital holographic (DH) microscopy is a promising technique for quantitative phase contrast imaging.
It provides complex amplitude of the object wavefront, which in turn yields the thickness distribution of
the object. An added advantage of the technique is its ability for numerical focusing, which provides the
thickness distribution of the object at different axial planes. In this invited paper, we present an overview
of our reported work on two beam DH microscopyto acquire different cell parameters for cell imaging and
automated cell identification. Applications to automated monitoring of stem cells without destroying the
cells and automated identification of malaria infected red blood cells are discussed.
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1. Introduction
In imaging of living cells, resolution as well as contrast

is necessary to study and evaluate the dynamic processes
occurring in them. But many of the biological speci-
mens are transparent to visible light. For these objects,
bright field microscope provides only low contrast inten-
sity images and a single object plane. Staining of the
specimen can improve the contrast, but this may cause
an alteration of the cells. These objects may produce a
change to the phase of the probe beam, that is, the beam
interacting with the object, due to spatially varying op-
tical thickness. Thus, phase contrast imaging techniques
will be better suited for cellevaluation. The phase of the
probe beam is very sensitive to the optical thickness mis-
match between the cytoplasmic content of the cells and
the surrounding medium. This phase change can be used
to construct high contrast images of the specimen[1,2].
If access to the phase of the object wavefront is avail-
able, optical thickness profile of the specimen can be
reconstructed, leading to quantitative phase microscopy
(QPM). Digital holographic (DH) microscopy is such a
technique, which provides three dimensional (3D) opti-
cal thickness profiles of transparent specimen[3−15]. In
DH microscopy, holograms or interference patterns are
recorded on image sensors and reconstructed using nu-
merical methods by simulating the process of diffraction
from these structures[3,4]. This reconstruction provides
the complex amplitude of the object wavefront, which in
turn provides the object phase information and hence the
thickness profile. An added advantage of DH microscopy
is its ability of numerical focusing, which provides a way
by which different object planes can be brought to focus
during the reconstruction process. Comparison of the
object phase with any other phase distribution becomes
possible in the case of DH microscopy. Thus, recon-
structing the phase distribution with and without the
object and then interferometricaly comparing them, the

distortions due to the aberrations in the optical system
may beremoved and phase information due to the object
alone can be obtained[11−15]. Also, using a series of holo-
grams the time evolution of the cell morphology could
be studied[11−13]. We are involved in the development of
applications using DH microscopy for quantitative imag-
ing of cells. In this invited paper, we present an overview
of our reported and published research in the area of DH
microscopywith applications in the imaging of cells for
their parameter extraction, comparison and automated
identification[8,10,11,14,15].

2. Overview of DH microscope
A sketch of the DH microscope used in some of our

investigations is shown in Fig. 1(a)[11−15]. It uses He-Ne
laser as the source although a variety of other coherent
or partially coherent sources may be used. The beam
from the source is split into two. One of the beams
acts as the reference beam. The other beam is allowed
to pass through the object under investigation. The
object is magnified using an appropriate microscope ob-
jective (selection of the objective lens depends upon the
required magnification and resolution). The object un-
der investigation is mounted on a translation stage for
easy focusing. The object and reference beams are made
to interfere at the detector plane or the plane of the
hologram at an angle in off-axis geometry by employ-
ing Mach-Zehnder interferometer configuration. A CCD
array records the holograms, that is, the interference
pattern.The detector is located near the image plane of
the objective lens. To match the curvatures of the wave-
fronts at the detector plane, an objective of the same
configuration as the one used for magnification was in-
troduced in the reference arm of the setup. Figure 1(b)
shows the portion inside the dotted rectangle shown in
Fig. 1(a), depicting the magnification and interference
process. The distance (d) between the hologram and the
image plane is also shown.
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Fig. 1. (Color online) (a) DH microscope; (b) magnification of
the object and interference of the object and reference beams.

For each set of object holograms recorded with cells
present in the field of view, a reference hologram, con-
taining only the surrounding medium in the field of view,
was also recorded. Digital holograms are reconstructed
numerically by simulating the scattering of the reference
beam from the interference pattern. It involves the use of
diffraction integrals, which describes the propagation of
wavefronts between parallel planes. The recorded dig-
ital holograms are discrete in nature, therefore, they
have finite pixel and array sizes, and a discrete form
of the diffraction integral is used. Either the Fresnel–
Kirchhoff diffraction integral or the angular spectrum
propagation (ASP) integral could be used for numerical
reconstructions[11−15]. Both of these approaches describe
the scattering of the reference wave by the hologram and
the selection of the reconstruction integral depends upon
the particular application. In the case of transparent or
phase objects, like living cells, which do not scatter light
appreciably and for small propagation distances, the an-
gular spectrum approach, which does not have any re-
striction on propagation distance, is more appropriate.
For quantitative microscopy of phase objects, the ASP
approach also makes compact experimental setup possi-
ble. Another advantage of this method is that it sepa-
rates out the different diffracted components in the fre-
quency space and hence there will not be an overlap be-
tween the beams in the image plane[12,16]. Here, ASP
integral is used for cell reconstructions. Complex ampli-
tude of the reconstructed wavefront at the image plane,
which is at a distance d from the hologram plane accord-
ing to ASP integral is[17]

U (x, y, d) =

∞∫

−∞

∫
Ū (fX , fY ; 0) G (fX , fY , d)

· ei2π(fXx+fY y)dfXdfY , (1)

where Ū(fX , fY ; 0) is the filtered angular spectrum of
the scattered reference wavefront at the hologram plane,
G(fX , fY , d) is the free space propagation function, and
fX and fY are the spatial frequencies in the x and y di-
rections respectively. The intensity of the wavefront at
the image plane is the square of the absolute value of the
complex amplitude and is given by

I (x, y, d) = |U (x, y, d)|
2
. (2)

The phase of the object wavefront is the angle that the
complex amplitude makes with the real axis and is given
by

ϕ (x, y, d) = arctan
Im [U (x, y, d)]

Re [U (x, y, d)]
. (3)

The phase which is obtained from holograms without the
object, but with the surrounding medium present in the
field of view is subtracted from the phase obtained from
the holograms with the object present in the field of view
to yield the phase difference ∆φ(x, y). This phase dif-
ference is related to the refractive index of the cell nC,
refractive index of the surrounding medium nR and the
thickness of the cell L(x, y) at a time instance through

∆ϕ (x, y, t) =
2π

λ
(nC − nR) L (x, y, t) . (4)

The advantage of computing the phase difference is that,
it nullifies the effects due to aberrations in the optical sys-
tem and brings out the phase information due to the ob-
ject alone. Using Eq. (4), one can calculate the thickness
distribution of the cell, provided the constant refractive
index of the cell and the surrounding medium are avail-
able. If the refractive index values are not available, Eq.
(4) can be used to compute the optical thickness (refrac-
tive index × thickness) distribution.

3. Some examples of imaging of cells

The holographic microscope was first used to exam-
ine onion skin cells[12]. A thin slice of onion skin
was mounted on a microscope slide and images using a
10×(NA=0.25) microscope objective lens were obtained.
An 8-bit CCD camera with 4.65-µm pixel pitch was used
for recording the holograms. The image plane was lo-
cated 5 mm from the CCD plane. Reconstructions of
the hologram were achieved using an in-house developed
reconstruction and analysis software. The angular spec-
trum of the object was selected using a rectangular win-
dow from the Fourier transform of the complex ampli-
tude at the hologram plane. Figure 2(a) shows the re-
constructed phase contrast image of the object. Figure
2(b) is the optical thickness profile of the onion skin cal-
culated after unwrapping of phase map in Fig. 2(a) and
using Eq. (4) (see Ref. [12]).

4. Automatic identification of malaria in-
fected red blood cells

The holographic microscope has been used for auto-
matic discrimination of malaria infected red blood cells
(RBC) in a thin blood smear[14]. In Asia and Africa,
malaria is one of the most widespread and potentially fa-
tal disease. Correct diagnosis of malaria is essential for its
medication and cure. In developing countries, the main
clinical diagnostics of malaria is based on microscopic ins-
pection of stained blood smears by a trained technician.
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Fig. 2. (Color online) (a) Wrapped phase distribution ob-
tained for onion skin cells; (b) optical thickness profiles of
onion skin cells obtained from unwrapped phase distribution.

But visual identification of malarial RBCs may become
unreliable due to lack of sufficiently trained technicians,
poor quality microscopes and bio-chemical inspection.
So a field portable compact and low cost instrument that
can automatically discriminate between RBCs could be
beneficial in these circumstances.In Ref. [14], we used
DH microscopy for automatic identification of malaria
infected RBCs by comparing the shape profiles com-
puted from the phase profile. A correlation algorithm
was used to discriminate between the shapes of the cells
and determines whether the cell is infected by malaria.
Figure 1 shows the DH microscope used in investigat-
ing RBCs using a low power coherent source. Here also
a He-Ne laser source operating at 611nm was utilized
with the experimental geometry shown in Fig. 1(a). A
microscopic objective (oil immersion, 100×, NA=1.25)
magnifies the object. Same CCD as in the previous ex-
periment was used. Blood samples were collected from
healthy individuals and from individuals detected with
severe malaria. These samples were centrifuged to sep-
arate malaria infected RBC. Thin blood smears were
formed on glass slide and they were covered with a cover
slip. Both object (with RBCs present in the field of
view) and reference (with blood plasma present in the
field of view) were recorded.For RBCs a constant refrac-
tive index (nC) of 1.42 and for the surrounding medium
(plasma) a constant refractive index (nR) of 1.34 was
used to convert the phase information into the thickness
information. Figure 3(a) shows the obtained thickness
profile of a healthy RBC after phase subtraction[14].

Before identification, the location of the cells in the
thin smear was determined by thresholding the obtained
thickness profile with the standard deviation of the back-
ground thickness profile (Fig. 3(b)). The type of the
RBC, that is, healthy or malaria infected was then iden-
tified by finding the correlation between the cell shapes
at different axial planes as shown in Fig. 4[14]. The
obtained phase contrast images of healthy RBC and
malaria infected RBC at different axial planes is shown
in Fig. 5[14].

In the experiments, 43 healthy and malaria infected
RBC were used. Firstly, the shape of healthy RBCs was
compared to other healthy RBCs and an average corre-
lation value was obtained. In the second step, the shape
of healthy RBC was compared with that of malaria in-
fected RBC and the average for this was also obtained.
The average of the correlation coefficient from shape
comparisons of healthy-healthy and healthy-malaria cell
pair was used as the discriminating parameter for cell

identification. Figure 6 shows the correlation coefficient
for different cell combinations[14]. The correlation coeffi-
cients were determined by using shape data from 20 axial
planes. A threshold value of 0.88 provided the highest
probability of correct classification. False positive and
false negative rates of the technique were 1.1 out of 10
and 1.6 out of 10, respectively.

Fig. 3. (Color online) (a) Obtained thickness distribution for
a healthy red blood cell. (b) Histogram of thickness variation
of the background shown inside the rectangle in (a).

Fig. 4. (Color online) Concept of cell identification using
thickness profile at different axial planes.

Fig. 5. Phase contrast images of (a) healthy RBC and (b)
malaria infected RBC obtained at various axial distances.
Distance between successive axial planes is 0.72 µm.

Fig. 6. (Color online) Average correlation coefficient from
shape comparison of different cell pairs using data from
20 axial planes plane ( Healthy, Malaria infected, ——
threshold).
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Integration of DH microscopy and statistical algo-
rithms such as simple correlation algorithms has po-
tential to be used as an automaticdetection technique
that can discriminate between different classes of RBCs.
In Ref. [14], a comparison between the shapes of the test
cell with the database of healthy and malaria infected
cells provided information on whether the cell is healthy
or not.

5. Imaging stem cell dynamics

Embryonic stem cells (ESCs) are very important for the
development of cell-based therapeutic strategies[11,13].
One of the most important evaluation parameter for
ESC is their visualization in various states of differenti-
ation. But presently no method is available to evaluate
live cells in culture and determine their phenotype. A
characterization technique, to distinguish ESC in culture
as undifferentiated stem cells, fate-restricted progenitor
cells or differentiated mature cells, is needed. Most of
the currently used methods require that the cells in cul-
ture be ’fixed’ with paraformaldehyde - killing the cells
- so that specific proteins in the cell can be analyzed
using antibodies with fluorescent tags for identification.
Standard bright field microscopy has weaknesses as we
discussed earlier. Cell sorting technique can also be used,
which involves removing the cells from their growth con-
ditions and passing them through a laser-guided ’sorter’
into a collection vial and then back to the Petri dish.
Unfortunately, no method exists that allows full phe-
notypic evaluation of cultured ESCs without disrupting
their established culture environment. DH microscope
can be used to provide spatio-temporal evolution of cell
morphology and so might be an ideal tool for investiga-
tion of stem cells for their imaging, parameter extraction,
and identification. In Ref. [13], we investigated the use
of DH microscope for imaging the growth of ESC. For
this investigation we used an inverted setup, in which
the object was imaged by an objective lens placed be-
low the glass slides containing the cells. Inverted setup
allows use of large magnification, large numerical aper-
ture and short working distance microscope objectives
without the need for immersion. R1-669 mouse ESCs
were used in the experiments. Holograms of the ESC
colonies were obtained at 24 hour intervals for 4 days.
These holograms were used to compute the optical path
length (OPL) distribution of the ESC colony at each time
instance (using Eq. (4)). The OPL distributions were
used to compute mainly four parameters pertaining to
the cell colony, namely,i) lateral dimensions, ii) area, iii)
optical thickness, and iv) optical volume of the specimen.
Figure7(a) shows the wrapped phase distribution for a
day 2 colony of ESCs[11,13]. Figure7(b) is the unwrapped
phase map, which is used for determination of OPL dis-
tribution.

Figure8 shows the change in 3D OPL distribution of
the colony with time. Growth of the colony laterally and
axially is quite visible[11,13].

Binary image obtained after thresholding OPL distri-
bution with the mean OPL in the area where there is no
cell was used to determine lateral growth of the colony.
Both the change in lateral dimension and area of the
ESC colony were computed. Figure 9 shows the time
variation of lateral dimension and area of the colony,

showing a steady growth with time[13].
From the reconstructed thickness profile, the axial

growth of the colony can also be calculated. Change in
the optical thickness profile along the x and y direction
with time is shown in Fig. 10[13]. Since the area repre-
sented by each reconstructed pixel as well as the thickness

Fig. 7. (a) Wrapped phase distribution for a day 2 ESC
colony. (b) Unwrapped phase distribution obtained using
Goldstein’s branch cut method.

Fig. 8. (Color online) Optical thickness profiles of ESC
colonies on (a) day 2 and (b) day 3.

Fig. 9.(Color online) Time evolution of (a) lateral dimension
and (b) area of the stem cell colony.

Fig. 10. (Color online) Time evolution of thickness profile of
the stem cell colony (a) along x direction and (b) along y

direction.
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Fig. 11. (Color online) (a) Axial evolution of the stem cell
colony in terms of maximum OPL and (b) temporal evolu-
tion of optical volume.

at each pixel are available, optical volume of the cell
colony can be computed. Figure 11(a) shows the change
in maximum optical thickness as a function of time[13].
This increase also reflects as an increase in volume of the
colony also, which is shown in Fig. 11(b).

From Figs. 8 to 11, it can be summarized that the
axial growth of the colony exponentially increases after
day 4. The area occupied by the colony as well as its vol-
ume also increase rapidly after day 3. It indicates rapid
lateral and axial expansion of the colony. This axial
expansion, due to stacking of more stem cells along the
axial direction, cannot be visualized using conventional
microscope. So the 3D visualization and measurement
approach using DH microscope can be used to analyze
details of ESC and monitor their profiles throughout the
differentiation process and the cell proliferation rate.

6. Cell sorting
DH microscopy can be used to get information from

different object layers by using its numerical focusing ca-
pability. We have used this capability for sorting of stem
cells and fibroblast cells (FBCs) in a mixture[15]. The
reconstructed complex amplitude of the probe wavefront
was used along with statistical identification to distin-
guish between ESCs and FBCs. Figure 12 shows the
phase contrast images as well as thickness profiles of
ESC as well as FBCs, obtained from holograms contain-
ing the particular class of cells only[15].

Before identification of the cells, their locations were
determined by thresholding with the background OPL.
The 3D thickness data of the cells has a complex struc-
ture. The complex data of each cell is extracted at 100
axial planes by numerical focusing. The successive ax-
ial planes were separated by 0.1 µm and 100 pixels are
randomly sampled from each plane of the cell. The data
collection process is shown in Fig. 13[15].

For each image pixel, a four dimensional vector of the
complex magnitude and the location information of the
pixel is recorded. Thus, each cell is consisting of multiple
sets (planes) of observations. Since one cannot assume
that the distributions at different axial planes to be same,
observations from different planes cannot be pooled to-
gether. Thus, proper feature extraction algorithms are
required before any clustering algorithm can be applied
on the 3D image data. We applied a nonparametric sta-
tistical method based on entropy estimation technique to
reduce the structure of 3D image data to features with
smaller dimensions[15]. The data after transformation
can be shown mathematically to be asymptotically nor-
mally distributed, so that the transformed data for each

cell can asymptotically be seen as from a mixture of nor-
mal distributions. The standard clustering algorithms
such as the model-based clustering algorithms, which are

Fig. 12. (Color online) (a) Phase contrast image obtained for
ESCs and (b) FBCs; Thickness distribution of (c) ESCs and
(d) FBCs.

Fig. 13. (Color online) Reconstructed image planes of a cell
and the process of data collection.

Fig. 14. (Color online) (a) Box-plots of the negative entropy
values estimates, (b) Fitted parameters (µi, σi) of the nega-
tive entropy estimates.
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based on the assumption of normal mixtures, can easily
be applied to the transformed data to further extract
the feature vectors for each cell. 6 ESCs and 6 FBCs
were used in the analysis. Figure 14 shows the clas-
sification results, based on the negative entropy of the
distribution[15].This method does not rely on any para-
metric assumptions and provides an efficient procedure
for the utilization of model-based clustering and linear
discriminant methods in the discriminant analysis of
stem cells.

7. Conclusions
In conclusion, we present an overview of our reported

research for applications of two-beam DH microscopy for
cell imaging applications. This imaging modality can
be used for thickness profiling of cells and their auto-
mated identification. It can be useful in identification of
diseases, feature extraction of cells, dynamic imaging of
cells as well as cell sorting. The main drawback of two
beam DH microscope setup is its low temporal stability,
especially without proper vibration isolation.

This might be a hurdle when submicron level cell fluc-
tuations are to be measured. Presently we are working
on self-referencing two beam setups[18−20], which would
give us information on the sub-micrometer level cell
fluctuations along with all the other advantages of the
two-beam setup described in this paper.

While this paper overview some of our own reported
work on the subject of automated cell identification,
there are a variety of other approaches to automated
cell identification using holographic microscopy which
have been reported[21−23]. Also, other holographic tech-
niques may be used for recording information about the
cells[24−29] followed by a variety of algorithms for cell
identification[30−33].
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